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Abstract. Communication overhead adversely affects the performance of multi-
computers. In this work, we present evidence (through the analysis of several par-
allel benchmarks) that there exists communications locality, and that it is
"structured". We have used this in a number of heuristics that "predict" the target
of subsequent communications. This technique, can be applied directly to recon-
figurable interconnects (optical or conventional) to hide the communications
latency by reconfiguring the interconnect concurrently to the computation.

1.0 Introduction

Message-passing multicomputers are composed of a large number of processor/mem-

ory modules that communicate with each other by exchanging messages through their

interconnection networks. Optics is ideally suited for implementing interconnection

networks because of its superior characteristics over electronics [ 13, 15]; optical signals

do not interact with each other, and an optical network can be reconfigured on demand.

We have introduced [I] a recon.figurable optical network, OKN, consisting of N com-

puting nodes. A node is capable of connecting directly to any other node. Connections

are established dynamically by reconfiguring the interconnect, and remain established

until they are explicitly destroyed. A block diagram of the network is shown in Figure I.
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tion delay is modeled as T = d + ts + lm't with d being the reconfiguration delay, ts the

setup time, lm the length of the message, 't the per unit transmission time. The setup

lime t.f [6] and reconfiguration delay d, are the major contributors of the communication

delay 1; both being of the order of several ~s .Several researchers are working to min-

imize this communication delay by using active [7] or fast messages [ 14] .In this work,
we are particularly interested in techniques that hide the reconfiguration delay, d.

It is obvious that if a link is already in place, then the configuration phase is not

needed with a commensurate savings in the message transmission time. This can be
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accomplished, if the target of the communication operation can be "predicted" before ,

the message itself is available. If the communication operation is regular and known, it

is possible to determine the destinations and the instances that these are to be used [ I ].

However, if the algorithm is not known, the above approach cannot be used.

Many parallel algorithms are built from loops consisting of computation and

communication phases. Hence, communication patterns may be repetitive. This has

motivated researchers to find communications locality properties for parallel applica-

tions [9,10]. By communications locality, we mean that if a certain source-destination

pair has been used it will be reused with high probability by a portion of code that is

"near" the place that was used earlier, and that it will be reused in the near future. If

communications locality exists in parallel applications, then it is possible to cache the

configuration that a previous communication request has made and reuse it at a later

stage. Caching in the context of this discussion will mean that when a communication

channel is established it will remain established until it is explicitly destroyed.

The main focus of our work is to explore whether the target of a communication

request can be "predicted". For these studies, we used the MPI [II] implementation of

five parallel applications (BT, SP, LO, MG, CG) of the NAS parallel benchmark suite

(NPB) [3] on a network of SON, and HP workstations using MPICH [8]. The targetpre-

diction heuristics developed adapt based on the past history and can be used in circuit

switched interconnects including [5,16]. Section 2 analyzes the proposed heuristics,

while we conclude with Section 3.

2.0 Latency hiding heuristics

The heuristics proposed in this section predict the destination node of a subsequent

communication request based on a past history of communication patterns. Although

our heuristics are applicable to any-port model, we shall present most of our results

under the single port communications model. We use the hit ratio to establish and com-

pare the performance of these heuristics. As a hit ratio, we define the percentage of

times that the predicted destination node was correct out of all communication requests.

2.1 The LRU, FIFO, and LFU heuristics

The Least Recently Used (LRO) [9], First- LRU

In-First-Out (FIFO) and Least Frequently
Used (LFO) heuristics, all maintain a set of 0.8

k (k is the window size) message destina- 00.6

tions. If the next message destination is ~
already in the set, then a hit is recorded. :fo.4
Otherwise, a miss is recorded and the new 0.2 )

destination replaces one of the destinations

in the set according to which of the LRO, 00 2 3 4 6
..Window size

FIFO or LFO strategies IS adopted.
FIGURE 2. Effects of the LRU heuristic on

The window size, k, corresponds to the NAS benchmarks

the number of ports used. Figure 2, shows

the result of the LRO heuristic on the benchmarks. It can be seen that the hit-ratios in all

benchmarks approach I as the window size increases. The performance of the FIFO
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algorithm is almost the same with LRU for all benchmarks. Additionally, the perfor-

mance of the LFU algorithm [2] is better than LRU and FIFO, the exception being the
LU benchmarks for k = 2.

2.2 The Single-cycle heuristic

The Single-cycle heuristic is based on the fact that if a group of destinations are

requested cyclically, then a single..port can accommodate these requests by ensuring

that the connection to the subsequent node in the cycle can be established as soon as the

current request ends. This heuristic implements a simple cycle discovery algorithm.
Starting with a cycle-head node (this is the first node that is requested at start-up, or the

node that causes a miss), we log the sequence of requests until the cycle-head node is

requested again. This stored sequence constitutes a cycle and is used to predict the sub-

sequent requests. If the predicted node coincides with the subsequent requested node,
then we record a hit. Otherwise, we record a miss and the cycle formation stage com-

mences with the cycle-head being the node that caused the miss.

-[he example Request 1 3 5 6 1 3 5 6 7 7 1 3 5 6" ~ ": --4 (to the right sequence ,;,;"' :(;: :{~: -;(/
; 1

illustrates the Predicted 3 5 6 1 7 -

heuristic used.
The top trace Cycle formation Cycleformation

represents the sequence of requested destination nodes, while the bottom trace repre-

sents the predicted nodes according to the Single-cycle heuristic. The arrows with the

cross represent misses, while the ones with the circle represent hits. The "dash" in place

of a predicted node indicates that a cycle is being formed; thus no prediction is offered.

Figure 3, shows the behavior of this algorithm. This algorithm behaves much bet-

ter than the LRU, FIFO and LFU heuristics for the LU, MG, and CG benchmarks. How-

ever its performance deteriorates for the BT and SP benchmarks. One of the reasons is

that in these benchmarks there exist cycles of length one (such as the one composed of

node 7 in the example above) always resulting into two misses. The Single-cycle2 heu-

ristic presented next improves the performance ..
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FIGURE 3. Effects of the Single-cycle heuristic on the NAS benchmarks

2.3 The Single-cycIe2 heuristic

The Single-cycle2 heuristic is identical to the single-cycle heuristic with the addition

that during cycle formation, the previously requested node is offered as the predicted
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node. This heuristic performs much better than the LRO, FIFO, and LFO algorithms for

the LO, MG, and CG benchmarks under single-port modeling and almost identically

for the BT, and SP benchmarks [2].

2.4 The Tagging heuristic

The Tagging heuristic assumes a static communications environment in the sense that a

particular communications request (send) in a section of code, will be to the same target

node with a large probability. Therefore, as the execution trace nears the section of code

in question, it can cause the communications environment to establish the connection to

the target node before the actual communications request is issued I.

For our experiments, we attach a different tag to each of the communication

requests found in the benchmarks. To this tag, we assign the requested target node. A hit

is recorded if in subsequent encounters of the tag, the requested communications node

is the same as the target already associated with the tag. Otherwise, a miss is recorded

and the tag is assigned the newly requested target node. This tagging technique is sim-

ilar to the technique used in the branch cache of the MC68060 [4].

As it can be seen in Figure 5 the tagging heuristic results in an excellent perfor-

mance (hit ratios in the upper 90% ) for all the benchmarks except CG. The reason is

that the CG benchmark includes send operations with a target address calculated based

on a loop variable. Thus, the same section of code cycles through a number of different

target addresses. As we have seen before, the Single-cycle and the Single-cycle2 heu-

ristics are excellent in discovering such cyclic occurrences. In the following, we pro-

pose combined tag and cycle heuristics which are able to alleviate this problem.
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FIGURE 4. Effects of the Tagging heuristic on the NAS benchmarks

2.5 The Tag-cycle and Tag-cycle2 heuristics

In the Tag-cycle heuristic, we attach a different tag to each of the communication

requests found in the benchmarks and do a Single-cycle discovery algorithm on each

tag. To each tag, we assign the sequence of requested target nodes. We use these

sequences in the same manner as in the Single-cycle and Single-cyle2 heuristics (c.f.

-
I. This can be implemented with the help of the compiler through a pre-connect(tag) operation

which will force the communications system to establish the communications connection
before the actual communications request is issued. This technique is similar to the prefetch
operation advocated by T. Mowry and A. Gupta[ 12].
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FIGURE 6. Comparison of the perfonnance of the heuristics discussed in this work
for the five NAS benchmarks under single-port modelling
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