
Timing Analysis for Synthesis in Microprocessor Interface Design

Marco A. &calante and Nikitas J. Dimopoulos

Department of Electrical and Computer Engineering
University of Victoria. BC CANADA

PO Box 3055. Victoria BC. V8W 3P6 CANADA

Abstract In the following section we survey related work. Our

representation formalism is based on a timed Petri net
D~slgn auto~hOn technlque~ are playmg an l~portant which is presented in section 3. Section 4 is devoted to the

role l~ ~ontr?llm~ the co~plexlty of ?stem ~slgn. Our discussion of the details of the timing analysis methodol-

work IS mscrlbed m tlu: desIgn a~tomatlon of~/crop,?ces- ogy. An example is given in section 5 to illustrate our

sor-based systems whIch necessItates the desIgn of Inter- approach. Finally future work is pointed in the conclusions.

faces for system integration. During the interface synthesis

it is required to validate the timing of a design yet to be 2. Related work

implemented. In this paper we present a novel methodology A . b sed te .II b.
o n f om p.. I . h d .. hI ho ds .Dllcroprocessor- a sys m IS a co ec 0 c 0-

to hmmg ana ysls t at can etermlne hg un on lnter- ts hi h te . d d tl of th b tnen w c opera m epen en y one ano er u are

face path delays based on the gIven tlmmg mformahon. ..:-A t . te d hr ..
th the t fT he .. I . fi h . ble . fi I d reqUllCU 0 commumca an sync omze WI res 0

I I tlfflmg ana ysls or synt esls pro m IS ormu ate as th te thr . b.
tru tures alled bb .. I ... bl .. I . h e sys m ough commumca on s c c uses.

a corn lnatorla ophmlzatlon pro em usmg mterva aru - Th . rf de . bl . d .
te .

tet . t h .e mte ace SIgn pro em arISes urmg sys m m gra-

me IC ec nrques. . b ble ded .. 1 .
Inbon wen components are n mto a smg e entity.

general the design of an interface involves not only electri-

I. Introduction cat and logical signal conditioning but also protocol con-

The design of interface circuits emphasizes the synthesis of version.

control logic [4]. Other research work [9] indicates that MICON [3] is an expert system that designs single-board

controller design can benefit from a delay-insensitive computer systems from system level specifications.

design methodology which produces robust circuits that MICON solves the interface design problem by providing

behave correctly even in the presence of variations on gate in its component database complete subsystems called tem-

and wire delays. However it is not always possible to plates. A template contains not only a basic component but

neglect timing information corresponding to either internal also the necessary glue logic to conform to a predefined

circuit delays or constraints on the environment for proper MICON bus. Although in MICON the interconnection of

circuit operation [10]. This is particularly true in the design component templates is straightforward, the price to pay is

of microprocessor-based systems whose protocols specify a potentially uncontrolled growth of the database due to the

deadlines to meet requirement of storing N different templates for each com-

In this paper we discuss a Petri net based representation ponent where N is the number of MICON buses. Also as

formalism that allows us to reason about known circuit technology evolves it is likely that new MICON buses must

path delays and environmental timing constraints. be incorporated to the database.

Although our approach shares similarities with other work In DAME [7] the components' interface behavior is used

in the area of interface synthesis and controller design, our to design a suitable interface. Because there are but a lim-

aim is to break a recurrent problem encountered during ited number of protocols, fewer more general design rules

synthesis: a solution must be first offered to be able to can cope with the interface design.

determine if it satisfies the design constraints. The main Signal transition graphs or STG's. a Petri net based rep-

result of this paper is a novel approach to time analysis that resentation formalism, have been used to describe the

breaks this cycle by finding bounds on the delays of the cir- behavior of asynchronous control circuits [6]. STG's were

cuit to be synthesized before the actual circuit implementa- first applied to the design of delay-insensitive circuits

tion takes place. which assumes unbounded wire and gate delays. Although
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a very robust design methodology. delay-insensitivity is defining the order and timing of elementary operations
not realistic to describe the behavior of microprocessor called actions. Signal transitions are used to encode the

components. actions of the protocol. We use an abs~action of STG's
Pioneering work by Nestor and Thomas [ 10] identified called action graphs to capture the behavIor of component

the necessity of dealing with timing constraints in the interface protocols [7]. The design of the interface between
design of interfaces. Borriello [4] developed an interesting two components is carried out by merging the compone~ts ,

framework for interface design that is based on a formal- corresponding action graphs. The resulting merged actIon
ized timing diagram language called WAVES. capable of graph can be transformed into a timed STG which is the
representing different types of timing constraints. The syn- starting point of our timing analysis. This section intro-
thesis procedure SU1URE initially constructs a design that duces our tinted STG representation. affined to Vanbekber-
is not necessarily correct and successively transforms it to gen's timed STG's [12] and to Rokicki's orbital nets [II].
meet the design constraints. First we present the underlying timed Petri net.

Recently some work has been done in extending STG's ..
to incorporate the bound delay model. where actual gate 3.1 Timed Petri net model
delays are taken into consideration. Burns [5] developed a A marked timed Petri Net is a quintuple TPN = (pI, Tr, F.
formalism called event-rule system to analyze the perfor- Mo. ~) where PI is a non-empty set of places. Tr is a non-
mance of asynchronous circuits. Myers and Meng [9] used empty set of transitions. F ~ (PI x Tr) u (Tr x PI) is the
a conservative estimate of gate delays and. available envi- flow relation, M: PI ~ N is the marking function. and A: PI
ronmental timing constraints to remove redundancies in the ~ I is the time labeling function that assigns to each place
specification. Their synthesis procedure relies on an algo- a compact interval A E A (N is the set of the natural num-
rithm that determines an upper bound on the maximum dis- hers and I is the set of compact real intervals).
tance between two events in an acyclic graph. The general The set of places is partitioned into two subsets Plo and
case. which involves solving a system of minImax inequal- Pic. TIlDe labels assigned to places belonging to Plo, the set
ities. has been shown in [8] to be NP-complete. An algo- of operational places. are used to model circuit delay.
rithm that finds exact bounds on the maximum distance TIlDe labels assigned to places belonging to Pic. the set of
between two events is reported in [1] where the restriction constraint places, are used to specify required behavior of
that the graph be acyclic has been lifted. the environlnent for proper operation of the circuit. The

In a related direction. STG's have been extended with flow function is naturally partitioned by the subsets Plo and
timing constructs to support the description of both syn- Pic, i.e. F = F o u F c. where F o ~ (Plo x Tr) u (Tr x Plo) and
chronous and asynchronous circuits in [12. 11.7]. Their F c ~ (Pic x Tr) u (Tr x Pic).
approach differ from other timed Petri net formalisms (cf. The preset (postset) of a transition t is the set of incom-
[2]) in that the time intervals are assigned to places instead ing places to (outgoing from) t and is denoted -t (t-). The
of transitions. and in that different types of places are used intersection of -t (or t-) with Plo is denoted -to (or t-o);
to describe two similar but subtly different timing behav- likewise for -to and t-o. The firing rule for Petri nets is
iors: environlnental constraints and circuit delays. extended to take into consideration the different behavior

In this paper we expand on previous work and present a of operational and constraint places.
novel approach to timing analysis for synthesis. We present Firing rule:
a procedure capable of determining bounds on the path 1. A transition t is enabled when every place p E -to
delays of the interface circuit ahead of the implementation contains a token.
phase by using the available design timing information. It 2. An enabled transition must fire immediately. When it
is now possible to detect specification inconsistencies prior fires. the transition sends tokens to every place p e: t- and
to the implementation of the circuit. and to guide the anti-tokens to every place p e: -t.

implementation phase (i.e. time-driven partitioning. place- 3. An operational place p labelled with Ap = ['miD' 'max]
ment. and routing). Finally the obtained bounds on the upon receiving a token at time, makes it visible to transi-
interface path delays can be used to verify that the final tions t e: p- at time, + 'x. where 'x e: Ap. The token is held
interface circuit satisfies the design constraints. by the place until it is annihilated by an anti-token.

4. A constraint place p labelled with Ap = ['miD' 'max]
3. Protocol specification upon receiving a token at time '. hol~s it during th~ inter-
Mi ts S£ in£ tI .. th val [, + 'miD. , + 'max]. If the constraInt place receIves an

croprocessor componen tran er orma on ill e ...

" f . al ..
th fu . In antl-token when It does not hold a token. It flags a con-

J.orm o SIgn s vIa wIres at connect elf ports. put tr .. latI. ...
al ted .A s amt VIO on.ports accept illCOmmg SIgn s genera ill .output p?!ts. The use of anti-tokens is our mechanism of assigning to

protocol enforces the correct transfer of informatIon by the places the responsibility of flagging violations. Note
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the asymmetry between consuaint places and operational sor-based system design, the known operational delays and
places: only tokens in operational places are necessary to timing constraints correspond respectively to circuit delays
enable a uansition; also tokens are perdurable in opera- and timing constraints specified in the component data
tional places but not in consuaint places. sheets, while the unknown operational delays are the

delays of the interface logic that is yet to be synthesized.
3.2 Ports, signals and signal transitions
Ports are designated with unique names. Input port names 4,1 Time consistency

are written as ~, Q, f, while output port names are written as In this subsa;tion we propose an optimization formulation
a, b, c. Signals carry the values of ports through wires. Let to cha;k for time-consistency of valid timed STG's. We use
X be the set of m input ports and Z the set of n output ports interval arithmetic to compute the time of occurrence of
of a circuit. The set of signals is y = X u Z. transitions due to operational places. Let I be the set of real

The alphabet A = y x { +, -} is the set of binary signal compact intervals.

transitions. A signal transition (a, +) or in shorthand a+, An interval operation ~ is defined by:
indicates a positive transition of the signal value at the out- a ~ 13 = { a ~ b : a E a /\ b E 13 }

put port a. (A can be naturally extended to describe multi- for a, 13 E I, and a, b E R.
valued signals [12], however for the purpose of our presen- In particular, expressions for interval addition, subtrac-
tation we consider only binary uansitions.) tion, and min and max functions are given by:

a + 13 = [~ + bmin' ~ + bmax]
3.3 Signal transition graphs a -13 = [~ -bmax, ~ -bmJ
STG's are Petri nets whose transitions are interpreted as min (a + 13) = [min (amin' bmin), min (~, bmax)]
signal uansitions. A timed STG is a triple (fpN, y; ~) max (a + 13) = [max (amin' bmin), max (amax' bmax)]
where TPN is a marked timed Petri net, y is as set of sig- where a = [amin' amax] and 13 = [bmin' bm8X].
nals, and ~: Tr ~ A is a labelling function which assigns In a marked graph, I.pl = Ip.1 = 1, thus places can be

each t E Tr of the Petri net with a signal uansition a! E A. drawn as links between two transitions. To make our alge-
Not every interpretation of a Petri net describes a corra;t bra more uactable, we have adopted the convention of

behavior of a circuit (e.g., if two successive uansitions of denoting labels associated with consuaint places using the
the Petri net are labelled with the same signal uansition). symbol ~ while for the labels associated with operational
Usually the validity of an STG is cha;ked by ensuring that places we use the symbol Y. Consider now uansition d in
the corresponding state graph is consistent [12]. In the Figure 1 with three incoming operational places shown as
sequel we consider the subclass of STG's whose underlying links labelled with intervals Y;, i=I..3. The occurrence
Petri nets are marked graphs that satisfy: times of uansitions a, b and c are also shown in Figure I.

1. There is at least one simple cycle containing both According to the firing rule, d sees a token in a place at any
uansitions a+ and a-. time during the corresponding shadowed interval, and d is

2. In every simple cycle containing both transitions a+ enabled when all three tokens on the incoming places are
and a-, the uansitions alternate. made visible to d. This happens within the interval max ('8

3. There is one and only one token in every simple + YI' 'b + Y2, t., + Y3). In this example 'j are single-point
cycle of the graph. intervals but in general they can be intervals too. If there is

The above properties refla;t the fact that the protocols only one operational place in .d, say the one labelled YI,
we are concerned with exhibit cyclic behavior. the expression for 'd becomes '8 + YI as expected.

Definition 3.3.1,- A timed STG is time-consistent if no
consuaint place flags a violation during any possible exe-
cution of the STG. a b c time

~ 2
...Y1 YJ

4. Timing analysis d "tb time

This section discusses the timing analysis of valid timed
STG's. The first problem studied in this section is con-
suaint satisfaction, i.e., to determine if a set of operational
delays of a circuit satisfies the given timing constraints.
The second problem considers a reverse form of the con-
straint satisfaction problem, namely given a set of known F. 1 F.. f t .t. Igure .Iring o a ransl Ion.
operatIonal delays and tIInmg consuamts, determine possi-
ble values of variable operational delays. In microproces- A constraint place between two uansitions a and b (see
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Figure 2) signals a violation iff 'b does not occur within the Transitions such as b+ are considered fork transition candi-

constraint interval after the occurrence of 'a (shadowed dates to compute the time separation between events in a

area). A constraint place is said to be time-consistent if it per cycle basis.

does not signal a violation under any possible execution of

the STG. We can determine if the place ever signals a viola- Y41 I Yc
tion under any possible execution of the STG if we know ;+--11 ~ .5

bounds on the time separation from 'b to 'a' written 'b -'a. ~+ YI b+

A constraint place is time-consistent iff � ~ t ~ ~Y4 Y2/ a- YJ
'b- 'a ~ Ll1 [Eq. 1] ¥ y Y4- "~- J Y5 u-

An STG is time-consistent iff all the constraint places are fj- ) t+ ~ Y5

time-consistent. It is evident that to be able to calculate -~b+

Eq. 1. the involved transitions must have a common ances- y I ,
tor. i.e.. there must exist a transition x such that there is a ~- +YJ

path from X to a and from x to b. otherwise it could not be ° b-
POSs 'ble to find bo ds d th . uld Figure 3. Simple signal transition graph and a partial view

1 un on 'b -'a an e constramt co of °t f Ided °nf ° . a o
hot be . fied (unl A

( ) th .. al .I s un o I Inlte acy IC grap °
n sans ess til = -00, +cx. , e trIvl constraInt

interval). We call such x a fork transition corresponding to Formally to find the time separation between two transi-

transitions a and b if there are two lattices whose common tions a and b a fork transition x is identified such that there

least upper bound is x. and with greatest lower bounds a are two lattices in the unfolded graph starting from x and

and b respectively. The significance of a fork transition is ending in a or b respectively. The time separation is com-

that 'i in Eq. 1 can be computed relative to x. puted as the interval difference between the occurrence

times of b and a relative to x. For example the separation
x d between transitions b+i and ~+i in Figure 3 for any cycle i >

,x ~ a 1 O (i = O is the initial cycl~~ is max ("(2 + 'Y4 +0 'YI, 'YJ .+ YS) -

{'Y2 + Y4}. The fork transitIon ofb+' and g+' is b+'-l. The

1 "t satisfaction of Eq. 1 involves solving a linear optimization
b program and it will be discussed in section 4.2,

b 4.2 Constraint satisfaction problem

Figure 2, A constraint between two transitions, The strength of the time separation procedure outlined in

To compute the time interval difference in Eq. 1. we section 4.1 is that its formulation lends itself to further

unfold the cyclic STG starting from the initial marking. The important extensions of timing analysis for synthesis. the

resulting unfolded graph is acyclic and infinite. We further subject of section 4,3. In this section we discuss a method-

assume that the execution of the graph results in periodic ology to solve a set of interval expressions of the form of

behavior so that the unfolded graph can be analyzed by Eq. 1 using an optimization approach.

looking only at a finite subgraph [9]. Figure 3 shows a sim- The constraint satisfaction of an STG is equivalent to

pIe protocol between two signals and its corresponding checking its time consistency. Therefore an STG is time

unfolded graph. In the initial marking (time zero) there are consistent iff all constraint equations of the form of Eq. 1

tokens in the places labelled with Y4 and Ys, (H initially the are satisfied. Eq. 1 involves the subtraction of interval

occurrences of g+ and b+ did not follow Y4 and Ys as shown expressions. each containing a possibly nested application

in Figure 3. we could specify initial reset values Y40 and Y50. of the max function on Yi of the unfolded graph. Thus Eq. 1

equivalent to the reset rules in [9. 1]). is a nonlinear interval expression. Using an approach

The time of occurrence of any event is computed as fol- adapted from [8]. we can solve the constraint satisfaction

lows: starting from time zero in topological order we problem by solving first a finite set of subproblems. A sub-

assign a time interval of occurrence to each transition in the problem is produced by choosing one of the terms from

graph. For example. the first occurrence of a+ is within Y4 each of the max functions as winner. The solution of each

while the first occurrence of b+ is within max (Y4 + YI. 'Ys). subproblem can be formulated as a linear program which

Note that in Figure 3 the subgraph between any two occur- finds the minimum and maximum values of a linear inter-

rences of b+ is repeated indefinitely. Then if we want to val expression (i.e.. with the max terms removed) subject

find the difference between the occurrences of two transi- to the Yi intervals and to the conditions imposed by the

tions in the same cycle. we do not need to start from time choices of winners in the max terms. which are also linear

zero. but rather we can use b+ as a relative time origin. expressions on Yi. The solution of the original problem is
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the union of the solutions of all possible subproblems. where f n is the null function.
A particular solution consists of the set of feasible

a Y2 points {~} which. when non-empty. is delimited by a (pos-
Yl / ".,. b sibly unbounded) convex polyto~. It is well known that
, ~ l every convex polytope is the convex hull of its vertices.

c+ Y3 Thus finding a finite number of vertices suffices to charac-

Y4 Ys .. cui 1 . (if th 1 t . tenze a partI ar so uUon set e po y ope iS

d ~e unbounded. it is only required to store additional direction
vectors describing the edges to infinity). The total solution

Figure 4. ConstraInt satisfactiOn. . the . f all the artI.cul 1 U. iS umon o p ar so u ons.

Consider for example the graph shown in Figure 5. The For example let ~ be [0. 100J and 51 be unknown (the
constraint satisfaction equation is 'te -'td ~ ~. where 'te = former yJ in the graph shown in Figure 5. with the other
max (YI. Y2 + Y3) + Y4. and 'td = Y2 + Y5 (a is the fork transi- operational intervals unchanged. There are two subprob-
tion). There are two possible choices of winners for the lems. corresponding to 51 ~ Y2 + Y3. and to 51 ?; Y2 + Y3. The
unique max term. The subproblem obtained by choosing Y2 optimization program generated by the first subproblem is:

+ Y3 ?; YI generates the following linear program: minfn (YJ
min and max of { C3 + C4} -Cs subject to
subject to C3 + C4 -Cs E ~. for all Cj E Yi. i = 2..5.

Cj E Yj. i = 1..5 dl ?; 0. and
CI -C2 -C3 ~ 0 dl -C2 -C3 ~ 0.

where the conditions Cj E Yj can be expanded into the con- The partial solutions of the two subproblems are [0. 10]
junction of inequalities Cj ~ Yi.max and -Ci ~ -Yj,min. For YI = and [0.90] respectively. thus 51 = [0.90].
[0. 90]. Y2 = [0. 100]. and Y3 = Y4 = Ys = [10. 20]. the solu-

tion of 'te -'td is [0.30]. Similarly for the subproblem YI ?; 5. Example: Synchronous memory read cycle
Y2 + Y3. 'te -'td =. [0. 100]. Th~s for ~y ~ such th~t [0. 100] In this section we present a simple example that illustrates
~ ~. the constramt place of Figure 5 iS ume-consistent. the type of analysis allowed by our procedure. Figure 6

4.3 T .. I . ti th .shows a timed STG describing the interface between a CPU
imlng ana ySlS or syn eslS ..

and a memory chip for the read o~rauon.
During synthesis it is often the case that not all the opera-
tional delays are known since the synthesis goal is pre- rd+ 51
cisely to generate a circuit. The constraint satisfaction ::! ~+

procedure outlined in section 4.2 can be used for synthesis ~
if conservative estimates for the unknown delays are used Yl dat+ Y.

[9]. In this subsection we explain how to modify the con- ~+
~ ~

straint satisfaction procedure to find bounds on the ~ L\I !1.

unknown operational delays. rd-
Assume that some of the operational intervals are ~ cs- unknown. denoted by 5j. The constraint equations are now 2 ri

in terms of the known Yj. the unknown ~. and the con- dat- b

straints ~. As before we construct linear subproblems of Qill-
the constraint satisfaction problem corresponding to a par- Figure 5. Synchronous memory read cycle.

ticular choice of a winner for ~ach max term. For .a given We can identify two subgraphs: The valid graph shown
subproblem. a value y that satisfies the left-hand side of a at the left describes the CPU synchronous read protocol.
constraint equation (i.e.. y E 'tb -'t8) can ~ written as.y = i.e.. the cycle completes after a delay specified by the CPU

f8(Cj. d!) -fb(Ci. dJ. wheref8 andfb are two linear fun~Uons clock (represented by YI and Y2). while the right subgraph
on varIables Cj. di such that Cj E Yj ~ dj E 5i. Ac:cording to describes the memory protocol where the chip select signal
Eq. I. y E ~. Therefore the soluUon of a partIcular sub- cs controls the data; 'Y is the memory read access time. The
problem is the solution of the optimization program: thick links represen; the interface: 51 and ~ describe

minJn (dJ delays through the selection logic; 58 and ~ correspond to
subject to the interface data path. Constraints ~I and ~2 are respec-

y E ~. for all values Cj E Yj. tively the setup and hold times of dg1 with respect to the

~~2ti:;n~ of the choice of max terms. read strobe rd-. ~8 specifies that the memory chip should be
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deselected after the data have been accessed. The other design before implementation, (ii) to guide lower synthesis

constraints specify a causal ordering between the last tran- stages. and (iii) to verify that the final implementation sat-

sition of a cycle and its corresponding opposite transition isfies the requirements.

in the next cycle.
Values for 'Yj and Aj can be obtained from the manufac-

turer's manual sheets. Bounds on Oj can be found by apply-

ing the procedure outlined in sections 4.2 and 4.3. To write

the constraint equations for each constraint (Eq. 1). we use

one period of the unfolded acyclic graph (see Figure 7).
For example the constraint equation corresponding to A2 is 8 15 35 27

-" " c A Figure 7. Projections of the solution polytope.
'tdat- -'trd- -"2 + 'Yb + Vb -tl2"

-As important area of future work is finding efficient
rd- ~ algorithms to carry out the timing analysis ootlined in this

" cs- paper.
~ )/I
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